The ability to efficiently aggregate information – for example compute the average temperature – in large networks is crucial for the successful deployment of sensor networks. This paper addresses the problem of designing truly scalable protocols for computing aggregates in the presence of faults, protocols that can enable million node sensor networks to work efficiently. More precisely, we make four distinct contributions. First, we introduce a simple fault model and analyze the behavior of two existing protocols under the fault model: tree aggregation and gossip aggregation. Second, since the behavior of the two protocols depends on the size of the network and probability of failure, we introduce a hybrid approach that can leverage the strengths of the two protocols and minimize the weaknesses; the new protocol is analyzed under the same fault model. Third, we propose methodology for determining the optimal mix between the two basic protocols; the methodology consists in formulating an optimization problem, using models of the protocol behavior, and solving it. Fourth, perform extensive experiments to evaluate the performance of the hybrid protocol and show that it usually performs better, sometimes orders of magnitude better, than both the tree and gossip aggregation.
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1. INTRODUCTION

The modern sensors can sense and measure odors, vibration, acceleration, pressure, temperature and other physical quantities; all this information is useful in gathering data about our surrounding world. Improving processor performance has made it possible to manufacture and embed small but sophisticated chips at considerably low costs. Silicon scaling has also drastically reduced the cost of communication for both wired and wireless systems. The small size and low cost of the components allow deployment of network of very large number of such devices in environments that are otherwise out of reach of human beings. Technologies like smart buildings, ingestible health monitors, smart dust, etc., which are now available in experimental settings will become commonplace [Werner-Allen et al. 2005] [Mainwaring et al. 2002]. We envision that sensors networks consisting of hundred thousand to a million sensors will not be uncommon in these settings and will be indispensable, for example, for large scale scientific and civilian applications. Given the current state of the research on aggregate computation in sensor networks, it is not apparent how the existing protocols/approaches can be adapted for such large networks since no scientific study up to date considered networks of such large size.

The promise of sensors networks is to enable spatial and temporal data collection at a much higher rate than currently prevalent. An important set of data collection activities involves aggregation of information collected from each of the sensors. Simple examples of aggregation include calculating the maximum pressure in an experiment chamber, or calculating the average temperature of a surface. However, these simple aggregations can be easily generalized to complex operations that have underlying associative and commutative properties.

The main challenge in designing algorithms/protocols for distributed computation of aggregation in sensor networks is to keep the resource utilization to the minimum by reducing the communication among nodes and computation performed. The only hope to significantly reduce the resource utilization for aggregate computation is in-network aggregation, i.e. perform (partial) aggregation as the information is transmitted. Depending on how/if the in-network aggregation is performed, there are three main techniques published in the literature:
Aggregation Methods for Large Scale Sensor Networks

Algorithm: Protocol Push-Sum

1: Let \( \{ (\hat{s}_r, \hat{w}_r) \} \) be all pairs sent to \( i \) in round \( t - 1 \)
2: Let \( s_{t,i} := \sum_r \hat{s}_r, w_{t,i} := \sum_r \hat{w}_r \)
3: Choose a target \( f_t(i) \) uniformly at random
4: Send the pair \( (\frac{1}{2}s_{t,i}, \frac{1}{2}w_{t,i}) \) to \( f_t(i) \) and \( i \) (yourself)
5: \( \frac{s_{t,i}}{w_{t,i}} \) is the estimate of the average in step \( t \)

Fig. 2. Gossip aggregation

Centralized processing: The most straightforward solution involves transmitting the values collected at each sensor node directly to a centralized processing unit. Aggregation operation can then be easily performed using for example, current database technology. The main drawback of this approach is the sheer amount of communication required since each piece of information has to make its way to the central location. This translates immediately into large processing times – which rules out time critical applications – and large power consumption since each node has to either use a strong signal for the wireless transmission or the message has to be routed through a large number of nodes.

Tree aggregation: The main idea here, depicted in Figure 1, is to organize all the sensor nodes into an aggregation tree [Madden et al. 2002]. The root of the tree is the node where the query is injected and where the aggregation result is retrieved. The query/request is propagated from parent to children. The leaf nodes send the value of the measurement to the parent. Intermediate nodes wait for values from the children, do a local aggregation of these values and its own measurement and send the aggregate to the parent. The root node computes in the same manner as any intermediate node and presents the value of the overall aggregate to the user. The algorithm requires a spanning-tree among the sensor nodes [Madden et al. 2002] [Madden et al. 2003] [Bawa et al. 2003] [Gupta et al. 2001]. The efficiency of the algorithm depends on the longest route from root to the leaf, i.e how balanced this tree is.

Gossip-based aggregation: These techniques are based on randomized algorithms that proceed in rounds until convergence. In each round, each node contacts some of its neighbors (either physical neighbors or, in the case routing messages through the network is possible, any other nodes) and exchanges information with these nodes. We discuss two variations of this protocol proposed in the literature. In the Push-Sum protocol [Kempe et al. 2003], depicted in Figure 2, each node maintains two quantities: a weight and the aggregate. In each round, each node chooses randomly a node in the network and sends this node half the weight and half the value of the aggregate (i.e. the sending node halves its own weight and aggregate and the receiving node adds these quantities to its own). If every node can uniformly randomly contact any other node the protocol will compute the aggregate in time proportional to the log of the number of nodes. The Distributed Random Grouping protocol [Chen et al. 2005] proceeds by randomly selecting a small set of broadcasting nodes. Each such node will send a broadcasting message to all its immediate neighbors and get from them their current value of the aggregate. Then,
the new local aggregate value is computed and disseminated to all the nodes that responded to the broadcast. The convergence of this protocol depends on the algebraic complexity [Fiedler 1973] of the graph and it is usually slightly better than the convergence of push-sum protocol.

Clearly, any method using in-network aggregation is superior in terms of the number of messages sent/received to the centralized algorithm if the base station cannot directly contact all the sensors. Even if this direct contact with base station is possible, the total transmission power required would be very high and the messages to/from the sensors have to be sequenced (i.e. sent sequentially through the communication medium). A more interesting comparison is between tree and gossip aggregation. Tree aggregation, if there are no faults in the system and the spanning-tree is relatively balanced, is preferable to the gossip aggregation since not all nodes participate at all times. While gossip can achieve the same asymptotic efficiency, the tree aggregation is more efficient by at least a significant constant factor in these scenarios, as seen in Figure 4. The place where gossip aggregation excels, and indeed the motivation for such protocols [Kempe et al. 2003], is in networks where nodes can fail with significant probability. The tree aggregation suffers because if one intermediate node in the tree is faulty, none of the descendants are reachable; a reasonable alternative then, as we will see later, is to rebuild the tree. On the other hand, gossip aggregation is mostly immune to faults but it is slower. Since no large scale practical application of sensor networks is likely to be in one of the two extreme scenarios, it is worth investigating hybrid aggregation schemes that can be customized for a particular application. Such schemes could combine a tree and gossip architecture and, hopefully, perform significantly better than any single method. The goal of this paper is to develop such a hybrid protocol and to analyze its properties for large or highly faulty sensor networks. More precisely, our contributions are:

1. We propose a simple but realistic fault model which we use to analyze the behavior, in the presence of faults, of both tree and gossip aggregation.
2. We propose a realistic notion of correctness for aggregation protocols in sensor networks, that we call robust correctness. We explain why this notion of correctness is the best that can be hoped for when failures are possible.
3. We propose a hybrid protocol that partitions the sensors into groups and uses gossip for aggregation within the groups and a tree for aggregation between groups. We analyze the fault behavior of the hybrid protocol under the fault model. While the simplicity of the fault model might be of concern, as experiments we carry show, the hybrid protocol designed using the assumed fault model behaves reasonably when correlated faults are actually present.
4. We introduce methodology and algorithms to determine the right combination between tree and gossip aggregation in the hybrid model. This problem results in the formulation of optimization problems; we explain how the optimal solution can be determined.
5. We study empirically the efficiency of the hybrid protocol and show that it can be significantly better, sometimes by as much as a factor of 1000, than the best of the tree and gossip aggregation. The results also show that the hybrid
protocol has the potential to scale to hundreds of thousands of sensor nodes and that the protocol is robust with respect to variations to the fault model.

In the rest of the paper, we first develop a fault model, in Section 2, and apply it to existing techniques. Then we describe and analyze the hybrid protocol in Section 3. We empirically evaluate the performance of the hybrid protocol in Section 4 and address various issues in Section 5. We then discuss related work in Section 6 and conclude in Section 7.

2. SENSOR NETWORK AGGREGATION UNDER FAULTS

In the absence of any faults, the tree aggregation is clearly the best choice for two main reasons: (a) Even if a significant effort is required to build a good tree, the absence of faults would make the maintenance of the tree trivial, and (b) Aggregation using a (well balanced) tree is the most efficient method we can hope for both in terms of the number of messages exchanged and the time to completion.

If the nodes are highly prone to faults, the gossip-based aggregation methods are favored since, by design, they do not depend on any stable distributed aggregation infrastructure. These methods would be merely slowed down by faults; the ability to accommodate a lot of faults is their strongest point. In practical situations, however, the fault behavior is unlikely to be in any of these two extreme situations. For this reason, in this section, we introduce a simple parameterized fault model – a parameter will control the number of faults in the system – and use it to predict the behavior of tree and gossip aggregation in the presence of faults.

2.1 A Simple Fault Model

For a fault model to be useful for analyzing the behavior of aggregation techniques for sensor networks in faulty environments, the model must have two crucial properties: (a) It must be realistic in order for the facts derived using the model to be reasonably extensible to real scenarios, and (b) It must be simple enough to allow theoretical analysis of the protocols – due to the scale of the problem, only theoretical analysis is feasible.

One important point to make is the fact that the fault model is exclusively used for the design of the hybrid protocol for aggregation. Even if the actual fault behavior is different, this assumption can be made as long as it leads to good performance of the resulting protocol. The main concerns with choosing a sophisticated fault model are:

—Sophisticated models depend on large numbers of parameters. Accurately estimating these parameters for a given practical scenario can be challenging. Inaccurate values can lead to models that are so far from the actual fault behavior to the point that bad decisions are made.

—Sophisticated models might not make a significant difference in the performance of the resulting protocol since they are capturing secondary effects that may have little influence.

—In order for a sophisticated fault model to be useful, all nodes have to be aware of the model. Especially when such models capture correlations between failures, large amounts of information have to be communicated to all sensor nodes. This can be problematic from both, local storage and communication, point of views.
2.1.1 Fault model. The fault model we consider here makes the following assumptions:

— Each of the nodes can fail independently with probability $p$ in the time it takes to make one transmission (this includes the computation time required). Probability of failure in unit time can be selected but, we believe, this particular definition leads to simpler and more intuitive formulas. If the probability to fail in unit time is known, the probability to fail in the time it takes to make a transmission can be readily obtained.

— The failures are not correlated, i.e. they are independent from each other. This is a realistic assumption in most situations. We discuss the impact of correlations after we give the details of our solution.

— Link failures are absorbed in the probability $p$. This is not a limiting assumption since it is impossible for a node to make the difference between a node failure and link failure if only direct communication is used, as is the case in most aggregation protocols. If communication is achieved using routing, link failures are masked (dealt with at the communication level).

— Transient failures, which might trigger message retransmissions which do succeed later, are ignored. Short term transitory failures would simply increase the overall time required for the aggregate computation and would affect all the methods we consider in the same way (i.e. by increasing the time and the number of messages by a constant factor). For this reason, the design of the hybrid protocol is not influenced by the transient failures, hence we ignore them.

As it is apparent from the above description, apart from the size of the sensor network, the only parameter is the probability of failure per time to make a transmission. Since the failures are independent, the theoretical analysis is greatly simplified and the design of the best hybrid protocol is reasonably simple.

We believe that this fault model captures the dominant behavior in a large scale sensor network and it is simple enough to allow analysis of the various aggregation techniques. This is confirmed by the experiments we report in Section 4.3 where we considered correlated fault models but ran the protocol that assumes the simple fault model described here with the result that the performance is similar.

2.2 Correctness under Faults

If faults are possible in the system, the usual notion of correctness (i.e. the value of the computed aggregate being exactly equal to the true value of the aggregate) has to be revised. Since the nodes do fail, defining the true aggregate is problematic: should it be the aggregate over the sensors alive at the start or alive at the end of the computation? There are a number of problems with such notions of correctness which are insurmountable or impractical in the presence of faults and asynchronous communication: (a) Correctness with respect to nodes alive at the start of the computation is not achievable since nodes can fail even before they communicate with any other node so the information is lost, and (b) Correctness with respect to the nodes alive at the end of computation implies complete knowledge about what nodes are alive which is not possible in faulty environments [Fischer et al. 1985].

A less restrictive correctness criterion is to provide a result for the aggregate that
is between (or approximates well) the smallest and largest value of the aggregate computed over the values generated by the sensors that were alive at some point during the computation. For example, if only one of the nodes become faulty and the aggregate is the sum of all the values (one per sensor) then, under this notion of correctness, we allow the result to be between the value of the sum with and without the faulty node. Formally, we require the result to be a linear combination\(^1\) of the values of non-faulty sensors at the beginning of the computation. Furthermore, the weight of all non-faulty nodes at the end of the computation have to be approximatively equal. In the rest of the paper we will refer to this notion of correctness as robust correctness.

While it might seem that robust correctness is overly complicated, we believe that this is the strongest notion of correctness that can be ensured by aggregation protocols for the reasons stated earlier. All the intuitive notions of correctness we considered depend on common knowledge that some event happened (nodes were alive at some stage); since common knowledge cannot be achieved in distributed systems with failures, no protocol can be correct which renders the other intuitive notions of correctness not very useful. We believe that the guarantee of our robust correctness is strong enough for the end user to feel confident about the result obtained by the aggregation protocol.

A very important point about the correctness in sensor networks with node failures, is the fact that correctness cannot be checked in the protocol that computes the aggregate since there is no way to determine what nodes are/were alive at any given moment[Fischer et al. 1985]. The goal of the correctness protocol we proposed is not to provide a mechanism to check the correctness but to characterize a reasonable behavior of the sensor network. The manner we will use the robust correctness is to ensure that the protocols we consider acceptable are implicitly correct (i.e. satisfy this notion of correctness) since no explicit check can be performed.

2.3 Tree Aggregation under Faults

The most important question we have to ask, for each aggregation method, is how it can deal with faults and still achieve robust correctness. In the case of aggregation trees, there are three basic approaches to deal with faults:

*Ignore fault.* When a fault occurs, simply ignore it. However, the information in the subtree rooted at the faulty node is not aggregated, i.e. not only the information of the faulty node is lost, but the information in the entire subtree is lost. This solution does not ensure robust correctness, unless the faulty node is a leaf, and is not usually acceptable in practice since nothing can be guaranteed about the answer.

*Local fix.* When a fault occurs for an intermediate node – faults in leaves can just be ignored – attempts can be made to fix the tree locally. This possibility, which has not been really explored in depth in the research literature to the best of our knowledge, has the following disadvantages:

---

\(^1\)A linear combination between values \(x_1, \ldots, x_n\) has the form \(\sum_{i=1}^{n} w_i x_i / \sum_{i=1}^{n} w_i\) for positive weights \(w_i\).
the parent-child connections is actually a tree. It is not clear how the requirement

can be ensured only using local knowledge; network wide communication might be

required to ensure this happens, or conventions on what nodes can be connected

(to ensure loops cannot be formed).

—Reconnection of the children/descendants of a faulty node is complicated by the

fact that the aggregation procedure is in progress. If the computation has to be

restarted, the local fix would most likely cost almost the same amount of time as

the complete tree reconstruction[Jia et al. 2006].

—Implementing complicated protocols on sensor networks can be problematic since

the computation and communication capabilities of the sensors are low and likely

to remain low since the primary goal is prolonging battery life.

—When the rate of failure is high, the local fixes may not be able to keep up

with the rate at which the faults occur and severe interference problems between

parallel fixes are likely to occur.

For the reasons listed above, we believe that local fixes are impractical and

alternatives have to be considered. It is possible to combine tree aggregation with

other techniques such as caching old values and using them when communication

with a child cannot be established [Madden et al. 2002], and using multiple trees

[Madden et al. 2002]. A careful look at these methods reveals that they do not

satisfy our notion of robust correctness — we extensively comment on this issue in

Section 6. Hence, we seek an approach that avoids altogether the need for local

fixes but retains good performance. Since no strict notion of correctness is ensured

by the local fix protocols proposed in the existing literature\(^2\) we do not explore this

option any further.

\textit{Global fix.} Each parent keeps track of the state of their children. When the

fault of one of the children is detected — or link failure is detected, which would

have the same consequence — a message is pushed up the tree to inform the root

to rebuild the tree. A simple flooding algorithm [Ding et al. 2003] [Madden et al.

2002] can be used to build/rebuild the tree and the aggregation query dissemination

can be performed simultaneously. In order for the aggregation to be successful, the

tree has to \textit{succeed} the length of the computation — this means that both the

construction/query dissemination and the aggregation from leaves to the root must

be fault free. An interesting observation is the fact that failure of nodes after

the aggregate value has been sent to the parent do not invalidate the correctness.

Modeling this detail does not add significant precision, as we discuss below.

From the discussion above, the approach we chose for tree aggregation is the

global fix, i.e. rebuild the tree when a fault occurs. In what follows, we estimate,

under the simple fault model in Section 2.1, the amount of time and number of

messages required on average to compute an aggregate in a sensor network of size

\(N\) with maximum depth \(d(N)\). The maximum depth \(d(N)\) depends both on the

actual topology, manner of establishing connections between sensors and the tree

construction algorithm. In the best case \(d(N) = \log N\) but it can be as bad as \(N\)

when the tree is a line.

\(^2\)For the reasons we listed in the text, we believe that no notion of correctness can actually be

ensured for local fixes unless global knowledge can be achieved.

Rather than complicating the fault model we observe that the time for the bottom-up aggregation is equal to the time for aggregation query dissemination/tree construction.

**Proposition 1.** Suppose we have a sensor network of size N for which aggregation trees of maximum depth $d(N)$ can be constructed. Assume the simple fault model and let $p$ be the independent probability of failure for any of the nodes in the network. Then, the average number of restarts (tree reconstructions) before success is

$$\frac{1}{(1-p)^{d(N)}}$$

and the average time to successfully finish the aggregation, as a multiplier of transmission duration, is $d(N)\frac{1}{(1-p)^{d(N)}}$.

**Proof.** First, we have the following result: if $X$ is a random variable that encodes the number of coin flips it takes to see a head (as opposed to tail) when the probability of each independent trial is $q$, then $X$ has a Geometric distribution with parameter $q$ and $E[X] = \frac{1}{q}$ (see for example[Shao 2003]). The variance of such a random variable is $\frac{1-q}{q^2} \leq \frac{1}{q}$ thus the standard deviation is upper-bounded by $\frac{1}{q} = E[X]$. This means that the behavior of $X$ is really dictated by $\frac{1}{q}$; the values observed are within a small constant multiplier of this quantity.

To estimate the probability of failure in one round, we make the following observations: for the computation to fail, it is enough to have any of the $N$ nodes fail in any of the $d(N)$ time slots. Since all failures are independent, the probability that this does not happen is $(1-p)^{d(N)}$ (this is equivalent to having $d(N)N$ independent coin flips all turning tails with $p$ the probability for a head). Linking the two results together, we have the required results, i.e. the number of tree reconstructions is $\frac{1}{(1-p)^{d(N)}}$ and the time is $d(N)\frac{1}{(1-p)^{d(N)}}$.

To get an intuitive idea of what the behavior of the tree aggregation as a function of the probability of failure is, we provide the following result:

**Proposition 2.** Using the same setup as in Proposition 1 and defining $q = \frac{pd}{d(N)}$, i.e. the ratio of $p$ and $\frac{d}{d(N)}$, for large $d(N)$ the average number of times the tree has to be reconstructed until aggregation succeeds is approximately $e^q$ ($e$ is the base of the natural logarithm).

**Proof.** Using the result in Proposition 1, the number of tree reconstructions is $R = \frac{1}{(1-q)^n}$ where $n = d(N)N$. When $n$ is large we have:

$$R \approx \lim_{n \to \infty} \left(1 - \frac{q}{n}\right)^{-n} = e^q$$

Thus, the number of reconstructions until success is $e^q$.

This theoretical result suggests that, when $q \leq 1$, the average number of tree reconstructions is $\leq e \approx 2.7$, thus the impact of the tree reconstruction for tree aggregation is minimal – this is the best scenario for tree aggregation. When $q > 1$ even by a small margin, the number of reconstructions required might be prohibitively large, thus rendering tree aggregation unacceptably slow. For example, when $q = 10$, about 22000 tree reconstructions are required on an average for the tree aggregation to succeed.
To check the correctness, we observe that the result returned is the aggregate over the nodes that were alive in the last, successful round, thus the result of the aggregation has robust correctness (it is one of the possible values of the aggregate obtained with the nodes that were alive at the start and the end of the computation).

This fault model for tree aggregation assumes the fact that the failures are uncorrelated. When this is not the case, a new fault model specific to the particular type of correlation can be constructed. As we will see later, the design of the hybrid protocol depends mainly on the behavior of the tree aggregation in the presence of faults (i.e. the probability that at least one node fails during the tree aggregation), and is not very sensitive to common cases of correlated fault behavior.

2.4 Gossip Aggregation under Faults

Following the description in the introduction, the gossip algorithms do not depend on any distributed data-structure to work. If a node fails, the other nodes will carry out the distributed computation without the failed node and simply not communicate with this node. The only concern is whether the result obtained has robust correctness.

2.4.1 Push-sum Protocol. When using the Push-sum protocol [Kempe et al. 2003], sensors maintain two quantities: a weighted sum of the values to be aggregated and the sum of weights. The ratio of these two quantities is the local estimate of the aggregate. If none of the nodes fail, Kempe et al.[Kempe et al. 2003] proved that the protocol converges for fully connected networks when each sensor picks a random sensor to communicate with (the sending sensor will send the receiver half its sum and half its weight).

If a sensor’s connection is faulty, the communication is never initiated thus nothing is lost – this assumes some form of handshaking protocol but this is the standard for communication protocols and it is usually implemented in hardware. A complete node failure can be modeled by simply not allowing the sum and the weight to change. To determine if the Push-sum protocol has robust correctness, we make the following observations. First, the sum of sums and the sum of weights (including the faulty nodes) in the sensor network is conserved (this is the main observation in [Kempe et al. 2003]). Second, for an active node, the ratio of the sum and the weight converges to a constant value throughout the system. Third, due to the nature of the protocol, the ratio of the sum and the weight for any node is a linear combination of the sensor values including the faulty sensors. At convergence, the weight, as seen by any live node, of all the nodes alive is approximately the same. This immediately implies that Push-sum satisfies robust correctness.

2.4.2 The Distributed Random Grouping (DRG) algorithm. The DRG protocol[Chen et al. 2005] consists in having each node deciding, with small probability, whether it wants to be a broadcasting node. Then, the broadcasting node sends a broadcast message to all neighbors, gathers their current value, averages all the values received and distributes the information to all nodes that replied. Since averaging transforms linear combinations into new linear combinations, the partial aggregate value at any node at any time is a linear combination of the values in
the sensor network. The protocol is guaranteed to converge\(^3\) for all the nodes alive. This immediately implies that the protocol satisfies robust correctness.

Note an important difference between the gossip-based protocols and tree aggregation: the correctness is achieved without significantly slowing the computation down – the slowdown is due only to the multiple retries to communicate with a node and not due to the need to reconstruct large distributed data-structures. This robustness to faults is the primary motivation for these types of protocols.

3. A HYBRID PROTOCOL

As we have shown in the previous section, when the probability of faults is small (smaller than \(\frac{1}{d(N)}\)), the behavior of the tree aggregation is excellent. In this case, the gossip type protocols have reasonable performance as well but, as is apparent from the experimental results in Section 4, they are inferior to tree aggregation by a significant constant factor.

When the probability of failure is large (\(\gg \frac{10}{d(N)}\)) tree aggregation is poor but gossip protocols’ performances are mostly unaffected; in these circumstances the gossip protocols are clearly preferable. Since we already have a reasonable fault model and the characterization of the two types of protocols, a simple approach for deciding what protocol to use in a particular practical situation is to estimate the failure probability and to compare it with \(\frac{1}{d(N)}\). If it is small, tree aggregation should be preferred, if it is larger, gossip protocols are a better choice.

A third alternative is possible and potentially interesting: a combination between tree and gossip aggregation. The reason such a hybrid protocol might work better than either tree and gossip aggregation is based on the observation that the performance of the tree aggregation is dramatically influenced by the size of the tree. For example, if \(q = pd(N)N\) is large, say 16, the number of restarts needed for the tree aggregation, according to Proposition 2, is \(e^{16} \approx 8.8 \times 10^6\). If we reduce the number of nodes that participate in tree aggregation by a factor of 12, then even at \(d(N) = 13\), \(d(N)N\) is reduced by at least a factor of \(\frac{12 \log N}{\log N/12} \approx 14.84\); thus \(q\) becomes \(\approx 1.07\). So now, the number of restarts is \(\approx 2.94\), a 6 order of magnitude reduction from the previous case. The reduction in the number of nodes in the tree can be achieved by partitioning sensors into groups, computing the aggregate within each group using a more robust approach and using a tree to compute the aggregate over the groups. In the above example we only need groups of size 12 to make the protocol practical.

Based on the above observation, the particular hybrid protocol we propose is depicted in Figure 3. First, the sensors are organized, based on local proximity, into \(m\) groups, each of average size \(\frac{N}{m}\). Within each group, gossip type protocols are used to compute the value of the aggregate within the group. At the same time of running the aggregation, a leader is selected for each group (any of the gossip based leader selection algorithms can be used [Gupta et al. 2000]). The group leaders then organize into an aggregation tree and aggregate the group values using the tree aggregation protocol. If the group leader fails, any other node in the group

---

\(^3\)The convergence speed depends on the algebraic complexity of the graph and is guaranteed for any connected graph [Chen et al. 2005].
can take over the role and participate in tree aggregation since, by the nature of gossip protocols, all nodes converge to the same value. The groups can be reused between queries; there is no need to repartition the network for each query. Thus, any algorithm for partitioning the sensor network can be used since efficiency is not crucial.

The hybrid protocol has robust correctness since it is a simple composition of tree and gossip aggregation, both of which have this property (assuming that the tree is reconstructed when a node fails).

3.1 Choosing the Group Size for Hybrid Protocol

Given the qualitative observations about the efficiency of the tree aggregation as a function of the number of nodes, a straightforward approach to determining a reasonable value for the size of the groups is to choose $N^m$ so that $pd(N^m)N^m \approx 1$ ($m$ is determined by solving the equation). This would ensure that the tree aggregation part of the protocol needs few restarts; the rest will be taken care of by the gossip within the groups. This approach, even though reasonable, is based on qualitative observations and ignores the fine details of the actual difference in efficiency between the tree and gossip aggregation, which could be substantial (see Figure 4. The important observation here is the fact that no protocol dominates the other for the whole spectrum of probabilities of failure.

A more principled approach is to formulate and solve an optimization problem that gives the optimal value for the number of groups given the characteristics of the sensor network. This approach can be used for determining the optimal group size in order to minimize the time to completion or the total number of messages (the energy used in the system depends mostly on the total number of messages). We explain here in detail how to optimize for the time to completion; we then briefly mention how to change the optimization problem to optimize for the number of messages.

As before, $d(N)$ is the amount of aggregation time in a fault-free tree of size $N$ that can be constructed, using the preferred tree construction method, on sensor networks with similar architecture. $d(N)$ is simply the product of the maximum depth of the tree and the number of actual messages required for the parent and
child to communicate, i.e., the length of the path between groups. Let \( g(N) \) be the convergence time for the particular gossip protocol and communication graph as a function of the size of the network. This function would take into consideration the fact that the communication is local or long distance by measuring the time in local transmissions. With this, the time to completion is the sum of the completion times for running gossip within each group (maximum time across the groups) and tree aggregation between groups, that is:

\[
T = T_{\text{gossip}} + T_{\text{tree}}
\]

\[
= c_1 g \left( c_2 \frac{N}{m} \right) + d(m) \frac{1}{(1 - p)^{md(m)}}
\]

In the above equations, factor \( c_1 \geq 1 \) is introduced to account for the fact that \( g(N) \) is the expected time, and not the actual running time of the gossip protocol; an actual run of the algorithm might require more time. The factor \( c_2 \geq 1 \) is introduced to account for the fact that the size of individual groups will be \( N/m \) only on average; individual groups could be much larger. The product \( c_1 g(c_2 \frac{N}{m}) \) models the pessimistic behavior of the gossip aggregation: the unlucky speed of the slowest gossip group. We discuss how \( c_1 \) and \( c_2 \) are determined later in the section.

With this, the optimization problem is:

\[
m_{\text{opt}} = \arg\min_{m \in [1...N]} \left[ c_1 g \left( c_2 \frac{N}{m} \right) + d(m) \frac{1}{(1 - p)^{md(m)}} \right]
\]

When the number of messages has to be optimized, the optimization criterion is:

\[
Ng \left( \frac{N}{m} \right) + m \frac{1}{(1 - p)^{md(m)}}
\]

The factors \( c_1 \) and \( c_2 \) are not necessary here since we want the average, not extreme behavior of the groups.

About the gossip speed factor \( c_1 \). Determining the variability due to the running of the gossip protocol is very involved theoretically. For this reason, the method we
propose here is to determine an appropriate value for the factor \( c_1 \) using an empirical approximation of the distribution obtained by simulating the behavior of gossip on the given network. Figure 5 depicts the empirical approximation of the distribution of the convergence speed for a network of size \( n=4096 \) and \( p=0.00065536 \). As is apparent from the figure, the distribution is concentrated around the expected value and the probability, that the speed is twice as slow as the average, is very small. An immediate consequence is the fact that the maximum, even over a large number of such distributions, will be within a factor of 2 of the average thus 2 is an upper bound of the contribution to the constant \( c_1 \).

About the maximum group size factor \( c_2 \). The variability due to uneven group size has to be determined based on the particular grouping algorithm used. Unless the grouping algorithm strives to achieve uniform groups, the grouping can be considered random and each group size modeled by a binomial variable – the group of all sizes forms a multinomial distribution. The average of each such variable is \( \frac{N}{m} \), but here we need an estimate for the largest group – this group will likely have the slowest gossip. Such an estimate is given by a classic result by observing that this is a balls into bins problem \([Rao 2004][Raab and Steger 1998]\). A good estimate of the size of the largest group is \( \frac{N}{m} + \log m \). When the number of groups is small, the logarithmic factor has no influence but becomes dominant when \( m \) approaches \( N \). The contribution to the constant \( c_2 \) is determined by dividing this quantity by the expected size of the group.

Putting these two contributions together, the value of \( T_{\text{gossip}} \) we used in equation 1 and recommend in such scenarios is:

\[
T_{\text{gossip}} = 2\left(1 + \frac{m \log m}{N} \right)\left(\frac{N}{m}\right)
\]

4. EMPIRICAL EVALUATION OF THE HYBRID PROTOCOL

In the previous section, we introduced a hybrid tree/gossip protocol. The optimal combination between the two protocols is determined by formulating, based on the
characteristics of the application, and then solving an optimization problem. The main goal of this section is to present empirical evidence that the hybrid protocol is always at least as good as the best of the tree and gossip protocols and sometimes significantly better, by as much as two orders of magnitude.

4.1 Experimental Setup

In this section we give a detailed description of the experimental setup used to produce the results reported later in the section. Due to lack of space, we restrict the type and parameter values for the synthetic sensor networks for which we report results; we observed qualitatively similar results for different types of networks and different parameter values.

The experiments we present here were performed on simulated sensor networks constructed by randomly placing the nodes in a unit square field. For each node, the transmission radius is selected such that the number of direct neighbors is 32. We present results for the number of nodes $N$ varying between 16384 and 262144.

The hybrid protocol that we introduced can use any gossip protocol for aggregation within a group. In all the experiments reported here, we used the push-sum protocol described in [Kempe et al. 2003] for performing aggregation using gossip; we use three variations of this protocol: (a) nodes are allowed to talk only with the immediate neighbors, (b) nodes are allowed to talk, using routing, with any node — this is the model assumed in [Kempe et al. 2003], and (c) nodes are allowed to talk to a logarithmic number of nodes that are distributed randomly throughout the network — this is the model used in peer-to-peer networks. For experiments in sections 4.2 and 4.3, the partitioning of nodes into groups is achieved by splitting the space into a grid with as many cells as groups (the possible number of groups has been restricted so that this is possible). By assuming random placement of the sensors, we can indeed use the formula for the factor $c_2$ derived in Section 3. We provide some experiments based on a different grouping technique in Section 4.4. A point to be noted here is that the groups, once formed, can be used for multiple instances of aggregation. Thus, the grouping cost when amortized for one instance of aggregation is not significant. In fact, when the gain of using the hybrid protocol, as estimated theoretically by our methodology, is very small (say, $< 1.5$), we default to the pure protocols (just tree or gossip), instead of incurring the overhead costs of grouping which may not be justified in such cases.

In the tree-based approach, aggregation occurs by forming a spanning tree among the participating nodes by starting with the root node, splitting the space into 4 regions, selecting a random node in each part to be the child of this node and recursing until no nodes are left. This method of splitting will produce a reasonably balanced tree with good locality for the lower part of the tree. This approach is similar to the method of [Gupta et al. 2001]. An alternative is to use flooding — as in [Madden et al. 2002] — in which case the communication between parent and children will be more efficient but the tree may be unbalanced.

4.1.1 Simulating Very Large Sensor Networks. The ideal testbed for evaluating the hybrid protocol is a real sensor network. Since the hybrid protocol we proposed is designed to deal primarily with large networks — hundreds of thousands to millions of nodes — empirical evaluation on a real sensor network is outside the
possibilities of a small research group. Even more, accurately simulating such large
networks, for example using some of the available emulators [Levis 2003] [Polley
et al. 2004] [Girod et al. 2004], is computationally infeasible; the largest sensor
network simulations can reasonably accommodate only thousands of nodes and the
benefits of the hybrid protocol will be significant usually for much larger networks.
Under these circumstances, the only reasonable solution is to use a coarse simulator
that will ignore most details of sending the messages using radio communication
but will simulate faults. Even simulating the multi-hop routing is an overkill for
simulating large networks; for this reason we approximate the number of hops with
the distance between the communicating nodes divided by the radius of communi-
cation. It is important to mention though that the simulator does not just use the
model introduced in Section 2; it actually simulates sending the messages between
sensors and acting on behalf of the sensors as they would behave in a real imple-
mentation. While the simplifications in how the sensor network is simulated/tested
are likely to introduce inaccuracies, we believe that qualitatively the behavior of
the protocols will be the same in practice.

4.2 Experimental Results
We perform two types of experiments to determine the efficiency of the hybrid
protocol:

(1) We minimize the total number of messages required for an aggregation. This
is a fair indicator of the amount of power consumed in the execution of the
aggregation algorithm since communication consumes the most significant per-
centage of power in sensor networks [Shnayer et al. 2004].

(2) We minimize the time to completion of the hybrid protocol and compare it with
the best of the tree and the gossip protocol.

We perform such experiments for the three types of gossip communication: local
communication with immediate neighbors, communication with any node using
routing, and communication with a random subset of size $\log N$ using routing.

For all the experiments reported in the next three subsections, we use the follow-
ing conventions:

—For each individual experiment, we provide three plots grouped in a single figure.
The first plot is the absolute performance of the quantity measured/optimized
for — we plot these values for each of the tree aggregation, gossip aggregation and
hybrid aggregation but only for the largest network since otherwise the graphs
would be too crowded. The second plot is the relative gain in performance of
the hybrid protocol over the best of the tree and gossip aggregation for various
network sizes. The third plot is the group size determined as the solution of the
optimization problem for the hybrid protocol. For all three plots, the dependency
is on the probability of failure which covers a four order of magnitude range.

—The optimization criterion for selecting the group size of the hybrid protocol is
always the quantity plotted, e.g. for plots of the total number of messages, the
hybrid protocol is optimized to minimize the number of messages.
Fig. 6. Comparison of the message counts when using local communication for gossip.

Fig. 7. Comparison of the time to completion when using local communication for gossip.
4.2.1 Local gossip communication. When using local gossip communication, nodes are allowed to communicate only with their immediate neighbors when running the gossip (part of the) protocol – no long distance communication is allowed for gossiping but it is allowed for tree aggregation. Results of experiments using local gossip communication are reported in Figure 6 for message count and in Figure 7 for total time to completion.

From the plot of the absolute values of the total number of messages for the three protocols in Figure 6(a), we observe that the intuitions about the behavior of the tree and the pure gossip protocol is confirmed experimentally. In particular:

— For small probabilities of failure, the tree performance is five orders of magnitude better than gossip – this behavior is well predicted by the tree fault model and intuition.

— As the failure probability increases, the performance of the tree deteriorates exponentially to the point that it becomes significantly worse than the rather poor performance of the gossip. Notice that the performance goes from good to very bad when the probability of failure increases four-fold from $10^{-5}$ to $4 \cdot 10^{-5}$. We predicted this behavior with the tree fault model.

— The performance of gossip is mostly immune to failures – this property is intuitive as we pointed out earlier but it was never confirmed experimentally.

— The performance of the hybrid protocol coincides with the performance of the tree for small failure probabilities but it stays reasonable even when the tree performance becomes unacceptable. Also, at all times, the hybrid protocol significantly outperforms the gossip protocol.

— The dependency on the probability of failure of the hybrid protocol is almost linear but not as flat as it is the case for gossip.

The same trends are observed in the plot of the absolute values of the time to completion in Figure 7(a) except that the gap between the tree and gossip for small probabilities of failure is significantly smaller.

From the plots of the gain of the hybrid protocol over the best of tree and gossip in Figures 6(b) and 7(b) we observe that, except for small probability of failure, the hybrid protocol is significantly more efficient both in terms of total number of messages and total time. For different network sizes, the shape of the curve of the gain is very similar; the variations being the facts that for larger networks the transition from no gain to significant gain happens for smaller failure probabilities and that the largest gain is more significant. This means that the advantage of the hybrid protocol widens for larger networks – its use is crucial instead of the pure protocols. Large gains, in the order of 10000, are observed for local communication because the gossip is very inefficient.

More insight can be gained on the way the hybrid protocol works by analyzing the group size determined using the optimization problem. From the plots in Figures 6(c) and 7(c) we observe that, as suspected, for small probabilities of failure, only the tree aggregation is used (group size is 1). At some point – the larger the network the sooner – the group size is increased almost linearly as a function of the probability of failure.
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Fig. 8. Comparison of the message counts for global gossip communication.

Fig. 9. Comparison of the time to completion for global gossip communication.
4.2.2 **Global gossip communication.** When using global gossip communication, nodes are allowed to communicate with any node in the network – routing is used to accomplish this. Results of experiments using global gossip communication are reported in Figure 8 for message count and in Figure 9 for total time to completion. The same trends we observed for local gossip communication are observed in this case with the following exceptions:

— The gap between the tree and gossip communication for small probability of failures is significantly smaller: \(2 \cdot 10^3\) for message counts in Figure 8(a) and only about 50 for the time to completion in Figure 9(a).

— Gains of the hybrid protocol are significantly smaller (the opportunities are not as big since the gap between tree and gossip is smaller) as can be observed from Figures 8(b) and 9(b). Nevertheless, the hybrid protocol still performs significantly better.

4.2.3 **Limited global communication.** Limited global communication allows nodes to communicate with any node in the network but fixes the number of such nodes for any specific node to the logarithm of the size of the network. In this way, knowledge about only a small number of nodes in the network is required. Thus, this type of communication is more practical than the global gossip. As it can be observed from the experimental results in Figures 10 and 11, the behavior of the limited global communication is very similar to the global communication except that the gossip performance is about 5 times worse both in terms of the number of messages and time to completion (Figures 10(a) and 11(a)). This gets reflected as well in the performance of the hybrid protocol. We believe that this is an acceptable compromise between performance and the need to keep every node informed about all the other nodes in the network (which might be impossible to achieve).

4.3 **Robustness and Sensitivity Testing**

The simplicity of the fault model used to determine the values of the parameters for the hybrid protocol allows for easy theoretical analysis. The results presented so far validate the gain in performance achieved using the hybrid protocol designed using the fault model. Now, we experimentally verify the robustness of the simple fault model to differences in the actual fault behavior from the assumed fault model. We consider the following scenarios:

1. Inaccuracies in estimation of the parameter \(p\) for the fault model: It might not always be possible to determine accurately the estimated probability of failure \(p\). The actual probability of failure might differ from the estimated \(p\). Consequently, we also investigate how sensitive the performance of the hybrid protocol, designed from the simple fault model, is, to deviation of actual failure rate from the estimated \(p\) used as input to the fault model.

2. Presence of correlated failures: Though the simple fault model assumes absence of any correlations in the failure rate, environmental conditions might actually create some kind of correlations – for e.g., in a battlefield, some sensors might be overrun by a tank or in habitat monitoring, sensors in damp, swampy areas may fail more often. We investigate how well the hybrid protocol, designed
Fig. 10. Comparison of the message counts when using limited global communication for gossip.

Fig. 11. Comparison of the time to completion when using limited global communication for gossip.

from this simple fault model, copes up in situations where faults are in fact correlated.

4.3.1 Sensitivity to failure rate. To test the sensitivity of the fault model to the actual failure rate, we run experiments wherein the actual failure rate $p_a$ is different from the estimated probability of failure $p_e$. We observe the change in gain of the hybrid protocol when $p_a = x \times p_e$. Here, we report the results for $x = \frac{1}{16}$, $x = \frac{1}{4}$ and $x = \frac{1}{2}$ in Figure 13(b) and for $x = 2$, $x = 4$ and $x = 16$ in Figure 13(a).

![Figure 12. Completion rate of sensitivity experiments.](image)

From Figure 13, we observe that when the actual probability of failure is overestimated, the overall gain obtained by using the hybrid protocol is slightly worse in general than the gain achieved when the estimation is accurate i.e. when $p_e = p_a$. However, the gain is still significant and follows the trend as observed so far when the probability of failure is estimated correctly.

However, when the probability of failure is underestimated, the performance deteriorates exponentially. An important thing to note when the probability of failure is underestimated is that the number of instances of aggregation experiments that do not complete, as seen in Figure 4.3.1, rapidly increases. Due to the difficulties of dealing with the results the experiments that did not complete, the results in Figure 13(b), that includes the results of the experiments which failed to complete, should be interpreted qualitatively rather than quantitatively. In particular, the performance of the hybrid protocol varies considerably due to wide variation in the time it takes to successfully perform the tree aggregation (the distribution of this time is geometric and, as explained in Section 2.3, for small $p$, the standard deviation is almost equal to the expected value, which is high) and in general the performance is poor. This suggests that care should be taken not to underestimate the probability of failure.

---

4In our experiments we used a cutoff time of $5 \cdot 10^5$ rounds.

Fig. 13. Gain of the hybrid protocol when the estimated $p$ varies from the actual $p$. The gossip phase of the hybrid protocol here uses local communication.

These results confirm the theoretical analysis of the fault model in Section 2.3 where we showed that the expected number of times a tree has to be reconstructed is $e^q$ with $q = pd(N)N$. When the probability of failure is underestimated, $q$ is underestimated thus the number of required reconstructions is underestimated. If the target value for $q$ is 1 and we choose a tree size that achieves this for probability of failure $p_e$, if the probability of failure was in fact $p_a = 4p_e$, then we get $e^4 = 54.6$ times more tree reconstructions than we think we are, which leads to the poor performance observed. When we overestimate the probability, say also by a factor of 4, the number of restarts is $e^{1/4} = 1.28$ instead of the estimated $e^1 = 2.7$. However, this leads to some performance degradation due to the fact that the gossip groups are made larger than the optimal size; but, the performance degradation is small compared to the underestimation case. These experimental results thus confirm our theoretical analysis and suggest that it is better to be on the safer side and overestimate the probability of failure rather than underestimating it.

4.3.2 Robustness to correlated failures. We induce spatial correlation in the actual fault behavior by making a set of sensor nodes in the center of the field fail at a different rate than the rest of the sensor nodes. More specifically, the rate of failure ($p_c$) of nodes falling in the circular region at the center encompassing $l$% of the unit square field area is $x$ times higher. The results presented here are for $x = 2, x = 4$ and $x = 8$ and $l = 20\%$.

As we can see in Figures 14(a) and 14(b), the gains of the hybrid protocol even in cases of correlated failures, are comparable to the gains obtained in cases where all failures are uncorrelated. It is important to note that the hybrid protocol used here is in fact designed from the simple fault model which assumes no correlation. Note that the slight increase in gains in some cases of correlated faults ($8 \cdot 10^{-5} < p < 4 \cdot 10^{-4}$ here) is due to the fact that the pure tree protocol performs even worse in such situations and that the gain plotted is the ratio of the performance of the hybrid protocol to that of the best of pure tree and gossip protocols.

This implies that the proposed fault model, which assumes that the faults are uncorrelated, is in fact robust to common cases involving correlated faults.
Fig. 14. Gain of the hybrid protocol in presence of spatially correlated failures. The gossip phase of the hybrid protocol here uses local communication.

4.4 Seeded Clustering

The grid clustering technique used so far for clustering sensor nodes into groups needs location information for each of the sensors. If such a requirement is to be avoided, other clustering techniques can be used [Amis et al. 2000] [Bandyopadhyay and Coyle 2003]. We experimented using a simple seeded clustering technique similar to [Bandyopadhyay and Coyle 2003] – each node selects itself as a cluster head with a probability proportional to the required number of clusters and grows clusters around it using flooding messages. Since the balls in bins theory cannot be used here, we used a learning technique to estimate the size of the largest gossip group – which is expected to be the slowest – for the factor $c_2$ in Equation 1. We derive, experimentally, the size, say $y(x)$, of the largest group that is formed when the expected group size is $x$. Now, the convergence time of $y(x)$ gossip nodes is considered when we want to count in the maximum convergence time for an expected group size of $x$. The factor $c_1$ can also be just set to 1 if we can learn $z(x)$ – the expected value of the slowest convergence rate when the expected size of the gossip group is $x$ – and use $z(x)$ as $T_{gossip}(x)$ in Equation 1. The experimental results provided in Figures 15(a) and 15(b) show that the gains achieved follow a trend similar to those(8(b) and 9(b)) with the grid clustering technique used previously.

While this scheme might seems more involved than grid clustering, it is worth pointing out that the clustering of nodes into groups is a one-time operation whose cost is amortized over time.

5. DISCUSSION

We make the following important observations about the hybrid protocol we proposed:

—Even though the fault model we proposed and used to determine the parameters of the hybrid model ignores correlated failures, the hybrid protocol obtained in this manner is robust with respect to such correlations and deviations from the estimated failure probabilities. This suggests that considering complicated failure
Fig. 15. Gain of the hybrid protocol using seeded clustering. The gossip phase here uses global communication. Similar results are obtained when local or limited global communication is used in the gossip phase.

— As we have shown, the greatest benefit of the hybrid protocol is obtained either when the failure rate is very high – this would happen for example when sensors are deployed in harsh environments such as volcanoes or hurricanes – or when the size of the network is large – for example for large scale scientific experiments say for ocean monitoring.

— Implicitly we assumed that all sensors have the same capabilities with respect to communication rates and, to a lesser degree, reliability. Should this not happen, the more capable nodes should always participate in the tree protocol where reliability is crucial. We believe that a modification of the hybrid protocol we propose here can naturally accommodate such situations. We plan to explore this possibility in future work.

— In this paper we did not explore local fixes as a possibility, mostly because this issue is not explored in the literature and, in our opinion, is nontrivial. While some implementations of simple local fixes exist, it is not obvious how to attach any notion of correction to the type of fixes proposed/implemented. Providing some guarantees is crucial when sensor networks are used.

— The notion of correction we proposed in this work, robust correctness, looks complicated and not very intuitive. As we explained previously, it is not possible to give a simple notion of correctness since it would imply achieving global knowledge of one sort or another. Some of the difficulty with understanding robust correctness comes from the fact that any notion of correctness has to be expressed mathematically – an intuitive/descriptive notion of correctness would not be satisfactory since it would not provide any quantifiable guarantee.

— The work in this paper should be viewed more as exploratory work rather than an actual complete solution. Large sensor networks were not explored in previous literature and, as we have shown, they pose severe difficulties that are not encountered in small sensor networks. In this paper we showed the feasibility of combining, in a principled way, different simple protocols to significantly improve the performance. We believe this is the only way to scale protocols to large sensor
networks.

6. RELATED WORK

Madden et al. [2002] provided the first system implementation of aggregate computation in sensor networks. They opted for simple solutions – this is highly desirable due to the limitations of the hardware used – with a focus on acceptable, if not guaranteed, solutions. While not providing a fault model, a number of methods to deal with the faults were proposed: child-caches – caching old values of aggregates at parents in case communication with the child cannot be established – and redundant trees – instead of sending the aggregate value to a single parent, the aggregate value is split between multiple parents. However, in the presence of faults, these do not guarantee robust correctness (or any strict notion of correctness). While this solution works extremely well for small sensor networks – up to 1000 – it is problematic for the large sensor networks we consider in this paper.

As we mentioned in the text, Chen et al. [2005] proposed a variation of the Push-sum protocol of Kempe et al. [2003] that, in the case when wireless broadcast is available, performs slightly better (20% in most cases). While we performed the experiments in this paper using Push-sum, this algorithm can be used as a drop in replacement for Push-Sum protocol in the gossip phase of the hybrid protocol and would have resulted in slightly different, but qualitatively the same behavior. This algorithm essentially has the same properties as Push-sum does; thus is too slow when compared to tree aggregation for small failure probabilities.

Bawa et al. [2003] proposed an alternative to the gossip protocols for fault resilient aggregate computation. As is the case for gossip, it consists in nodes contacting other nodes (the particular scenario considered in this paper is peer-to-peer network based communication – which is essentially the limited global communication we considered in this paper) randomly and exchanging information. In order to limit the amount of information transmitted, approximation techniques based on Flajolet-Martin (FM) sketches [Flajolet and Martin 1985] are used. The FM sketches can estimate the number of distinct values and are thus immune to duplicates – this is desirable for the type of communication in this paper ([Bawa et al. 2003]) since the value of a node can make its way to other parts of the network via multiple paths, thus creating duplicates. It is possible to compute approximately aggregates like sum using this scheme. The main disadvantage of this protocol is the fact that the messages exchanged between nodes are large since they have to contain an entire sketch (the size of the sketch dictates the precision of the computation). The speed of convergence of the algorithm is similar to the speed of gossip (it is essentially the algebraic complexity of the communication graph as shown in [Chen et al. 2005]).

Nath et al. [2004] also identified the vulnerability of the tree-based aggregation techniques at higher loss rates and proposed a multi-path aggregation algorithm, called synopsis diffusion. By introducing redundancy, duplicates are possibly created, as was the case in the work of Bawa et al. [2003]. The method used to deal with this problem is essentially the same, namely FM sketch techniques. While the convergence is faster than gossip in terms of the number of messages, this method suffers from the same problem – messages have to be large to achieve reasonable
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Manjhi et al. [2005] extended this work to take advantage of regional differences in the failure probability. Here, a hybrid algorithm is proposed that utilizes trees in the low failure regions and synopses diffusion in the high failure regions. This is very different from the hybrid protocol we are proposing which uses the fact that the performance of the tree deteriorates as their size increases. The technique of Manjhi et al. [Manjhi et al. 2005] is orthogonal on our approach; we believe that the two can be combined to obtain a protocol that adapts to regional differences of probability of failures as well.

Gupta et al. [2001] introduced grid-box hierarchies and use gossiping to reach consensus among members of a grid box. The protocol works by escalating a member of the group – that reaches consensus using gossip – to the next level in the tree where gossip is again used to reach consensus in the enclosing grid box. The gossip used in this paper is not a gossip aggregation protocol like Push-sum (which was introduced later) but gossip communication. Each message has to contain the values contributed by all the nodes a particular node has heard about, thus the message size will be proportional to the size of the group instead on a small constant (2 for computing averages with the gossip aggregation algorithms, the tree or the hybrid protocol).

Tree-assisted gossiping has also been used for video-on-demand in [Zhou and Liu 2005] for combining speed and robustness. However, they are using trees in conjunction with gossiping, rather than in stages as the case is in this paper and the method does not apply to the problem of computing aggregates in sensor networks.

Our methodology for optimizing the gain of the hybrid approach involves the use of results obtained from theoretical and simulation runs. A similar strategy is used in [Pastor and Pena 2003] and [Hu 2005]. Pastor and Pena [2003] exploit the information obtained from simulation to effectively guide the symbolic traversal for verification of concurrent systems. Hu [2005] too use the engineering knowledge of the system to guide their dynamic probabilistic risk assessment to achieve higher efficiency and accuracy.

7. CONCLUSION

In this paper we proposed a new protocol, that we called hybrid protocol, for computing aggregates in large – hundreds of thousands – and/or highly faulty sensor networks that combines in a principled way two existing protocols: tree and gossip aggregation. Our approach is to first determine the behavior of the two existing protocols under faults to identify when they are/are not acceptable and then to combine them in a way that capitalizes on their strengths and minimizes their weaknesses. Instead of an heuristic combination, based on the fault model we formulated and solved an optimization problem that gives the optimal combination between the pure protocols. We empirically evaluated the performance of the hybrid protocol and observed that it is at least as good but often significantly outperforms both tree and gossip aggregation.

We believe that, for large networks, no simple (pure) protocol is likely to be the best in most scenarios; a hybrid protocol like the one we described in this paper would be required to achieve acceptable performance.
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